
 

1 
 

The effect of cerebellar TMS on error processing: A combined 

single-pulse TMS and ERP Study 

Adam M. Berlijn1,2,4*, Dana M. Huvermann1,5*, Stefan J. Groiss3,4, Alfons Schnitzler3,4,  

Manfred Mittelstaedt1, Christian Bellebaum1, Dagmar Timmann5, Martina Minnerop2, 3, 4  

and Jutta Peterburs1,6 

 

1Faculty of Mathematics and Natural Sciences, Heinrich Heine University Düsseldorf, Germany 

2Institute of Neuroscience and Medicine (INM-1), Research Centre Jülich, Jülich, Germany 

3Institute of Clinical Neuroscience and Medical Psychology, Medical Faculty & University Hospital 

Düsseldorf, Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

4Department of Neurology, Center for Movement Disorders and Neuromodulation, Medical Faculty, 

Heinrich-Heine University Düsseldorf, Düsseldorf, Germany 

5Department of Neurology and Center for Translational and Behavioral Neurosciences (C-TNBS), Essen 

University Hospital, University of Duisburg-Essen, Essen, Germany 

6Institute for Systems Medicine & Department of Human Medicine, MSH Medical School Hamburg, 

Hamburg, Germany 

 

1Corresponding author: berlijn@uni-duesseldorf.de, +49 211 81-14799 

*Shared first authorship 

Institute of Experimental Psychology 

Heinrich Heine University Düsseldorf 

Universitätsstraße 1, 40225 Düsseldorf, Germany  

© 2024 Massachusetts Institute of Technology. Published under a Creative Commons Attribution 4.0 International (CC BY 4.0) license.	 1

Berlijn, A.M., Huvermann, D.M., Groiss, S.J., Schnitzler, A., Mittelstaedt, M., Bellebaum, C., Timmann, D.,  
Minnerop, M. & Peterburs, J. (2024). The effect of cerebellar TMS on error processing: A combined single-pulse 
TMS and ERP Study. Imaging Neuroscience, Advance Publication. https://doi.org/10.1162/imag_a_00080

https://doi.org/10.1162/imag_a_00080


 

2 
 

Abstract 

The present study investigated temporal aspects of cerebellar contributions to the processing of performance 

errors as indexed by the error-related negativity (ERN) in the response-locked event-related potential (ERP). 

We co-registered EEG and applied single-pulse transcranial magnetic stimulation (spTMS) to the left 

posterolateral cerebellum and an extra-cerebellar control region (vertex) while healthy adult volunteers 

performed a Go/Nogo Flanker Task. In Go trials, TMS pulses were applied at four different time points, 

with temporal shifts of -100 ms, -50 ms, 0 ms, or +50 ms relative to the individual error latency (IEL, i.e., 

individual ERN peak latency + median error response time). These stimulation timings were aggregated 

into early (-100 ms, -50 ms) and late (0 ms, +50 ms) stimulation for the analysis. In Nogo trials, TMS pulses 

occurred 0, 100, or 300 ms after stimulus onset. Mixed linear model analyses revealed that cerebellar 

stimulation did not affect error rates overall. No effects were found for response times. As hypothesized, 

ERN amplitudes were decreased for cerebellar stimulation. No significant differences were found for the 

error positivity (Pe). Similar to TMS application to probe cerebellar-brain inhibition in the motor domain, 

the inhibitory tone of the cerebellar cortex may have been disrupted by the pulses. Reduced inhibitory output 

of the cerebellar cortex may have facilitated the processing of error information for response selection, 

which is reflected in a decreased ERN. 
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Introduction 

The cerebellum is assumed to be strongly involved in making predictions, processing error information, and 

adjusting behavior not only in the motor but also in the cognitive domain (Sokolov et al., 2017; King et al., 

2019). Specifically, it has been suggested to generate internal models of movement and thought that are 

crucial for efficiency and precision in adaptive control (Wolpert et al., 1998; Ito, 2008; Koziol et al., 2014). 

These internal models reflect the process of error detection and correction in which the cerebellum functions 

as a comparator, comparing the actual and predicted outcomes of actions and adjusting the predictions 

accordingly. Along these lines, performance monitoring, which includes error and feedback processing, has 

been proposed to be an overarching function of the cerebellum (Peterburs & Desmond, 2016).  

Performance monitoring can be indexed by the error-related negativity (ERN) in the event-related potential 

(ERP) in the electroencephalogram (EEG). The ERN, a relative negativity that typically peaks within 100 

ms after an erroneous response, is interpreted to reflect processes related to the detection of errors 

(Falkenstein et al., 1991; Gehring et al., 1993) or response conflict (Botvinick et al., 2001; Yeung et al., 

2004). The ERN has a symmetric, frontocentral scalp distribution, and its neural generator is likely in the 

anterior cingulate cortex (ACC) or supplementary motor area (Dehaene et al., 1994; Herrmann et al., 2004). 

It has been proposed that the ACC is critical for detecting conflict and conveying conflict-related 

information to other brain regions such as the lateral prefrontal cortex (Cohen et al., 2000). The ACC is also 

a key structure for evaluating actions and their outcomes, thus playing a critical role for reinforcement 

learning (Holroyd & Yeung, 2011). 

Findings from studies in patients with cerebellar diseases suggest that the cerebellum contributes to the 

processing of errors and response conflict. Specifically, the ERN was shown to be reduced in patients with 

focal post-acute vascular lesions of the cerebellum (Peterburs et al., 2012) and cerebellar degenerative 

disease (Peterburs et al., 2015). The latter patient group also exhibited increased error rates, and the ERN 

reduction and behavioral impairment were linked to grey matter volume loss in posterolateral cerebellar 

regions (Peterburs et al., 2015). In contrast, patients with post-acute cerebellar lesions did not show altered 

behavior. However, another ERP component related to error processing, the error positivity (Pe), a relative 

positivity occurring 200 - 400 ms post-response that has been linked to more conscious aspects of error 

processing (Falkenstein et al., 1995), was increased (Peterburs et al., 2012). Interestingly, the Pe was 

unaffected in patients with progressive cerebellar degeneration (Peterburs et al., 2015). This result pattern 

could be indicative of a compensatory mechanism that may help maintain behavioral performance in 

patients with longstanding lesions but is absent in patients with cerebellar degenerative disease. In contrast, 

Tunc et al. (2019) investigated error processing in patients with different types of spinocerebellar ataxia 

(SCA) and failed to find behavioral impairments beyond a slowing of response times. However, they did 
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report a trend-level reduction of the ERN in patients compared to healthy controls, which conforms to 

previous findings (Peterburs et al., 2015). The less pronounced neurophysiological differences and 

discrepancy in behavioral results compared to the study by Peterburs et al. (2015) may be attributed to 

sample differences (e.g., SCA subtypes with extra-cerebellar degeneration included in the study by Tunc et 

al., differences in extent and location of cerebellar degeneration). Cerebellar degeneration in Crus I, Crus 

II, and the deep cerebellar nuclei may cause stronger effects on error processing than the degeneration of 

other, more motor control related regions of the cerebellum, such as the anterior regions (see King et al., 

2019 for a detailed overview on different cognitive functions reflected in different regions of the 

cerebellum). 

While these patient studies provided strong evidence for a role of the cerebellum in error processing, testing 

patients is not the only option to probe such cerebellar involvement. An alternative approach that offers the 

possibility of direct manipulations of brain activity is to use non-invasive stimulation of the cerebellum. 

Transcranial magnetic stimulation (TMS) is a widely used non-invasive brain stimulation technique that can 

be applied to a variety of brain regions (for a review, see Grimaldi et al., 2014) to establish causal links to 

behavior (see Vaidya et al., 2019). Single-pulse TMS (spTMS) is assumed to be useful for both facilitation 

(Shirota et al., 2012) or disruption of neuronal processes (Pascual-Leone, 1999) and can be used in fast-

paced task designs (Verleger et al., 2009). A number of studies have targeted the cerebellum with TMS, 

among other techniques, to investigate cerebellar-brain inhibition (Ugawa et al., 1995). For instance, Ugawa 

et al. (1995) demonstrated that the motor cortex could be influenced by stimulating the cerebellum. The 

cerebellar cortex inhibits the deep cerebellar nuclei, which are the only output source of cerebellar 

projections to higher cortical regions via the thalamus (Palesi et al., 2017). The TMS pulse triggers activity 

of the cerebellar cortex that suppresses motor cortical excitability in M1 via increased inhibition of the 

cerebellar nuclei. Notably, effects of cerebellar TMS have also been reported in the non-motor domain. 

Stimulation of the right superior cerebellum led to increased response times in a verbal working memory 

task (Desmond et al., 2005) and disrupted phonological prediction (Sheu et al., 2019). We thus assume the 

influence of spTMS on the cerebellum to be similarly disruptive for other cognitive domains like the 

processing of performance errors. 

Mannarelli et al. (2020) used cathodal transcranial direct current stimulation (tDCS) to the cerebellum before 

healthy participants performed a Go/Nogo task. In contrast to the facilitating effects of anodal tDCS, 

cathodal tDCS causes a hyperpolarization of neurons, making upcoming action potentials harder to trigger. 

After cerebellar tDCS compared to sham stimulation, the Nogo-N2, a negative ERP component peaking 

around 250–300 ms post stimulus onset (Folstein & van Petten, 2008), was reduced. The N2 has been linked 

to response inhibition and cognitive control, with decreased amplitudes indicating improved performance 

monitoring in terms of cognitive flexibility (Larson & Clayson, 2011). In addition, false alarm rates were 
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increased. These results provide the first evidence that cerebellar neuromodulation alters behavioral and 

ERP indices of performance monitoring and cognitive control. In particular, it has been suggested that the 

stimulus-locked N2 and the response-locked ERN may reflect activity of the same underlying error 

monitoring system (Ferdinand et al., 2008; Folstein & van Petten, 2008; van Veen & Carter, 2002). Hence, 

perturbing cerebellar function by non-invasive brain stimulation should also affect error processing and the 

ERN, and this is what the present study aimed to demonstrate. However, it must be noted that findings on 

effects of cerebellar tDCS on cognition and motor behavior have been rather heterogeneous and inconsistent 

(Jalali et al., 2017), and the exact mechanisms on the cell or network level are still unclear (van Dun et al., 

2017). TMS, on the other hand, allows for a more focal and controlled stimulation that can reach deeper 

regions in the brain by generating pulses in a time resolution of less than 1 ms (Koponen et al., 2018). 

Therefore, the present study made use of cerebellar spTMS (and stimulation of vertex as a control site) in a 

Go/Nogo Flanker Task (Voegler et al., 2018) to investigate effects on error processing. Guided by the 

previous patient studies (Peterburs et al., 2012, 2015;), our main focus was on the response-locked ERP 

components ERN and Pe. The stimulus-locked ERP components Nogo-N2 and Nogo-P3 investigated in the 

previous tDCS study in healthy subjects (Mannarelli et al., 2020) were not the focus of the present work, so 

data on and analyses of these components are only provided as supplementary material. For a more 

comprehensive neurophysiological account, we have also exploratively analyzed induced theta power in the 

time-frequency domain as an index of cognitive control (e.g., Cavanagh & Frank, 2014). Information on 

preprocessing, results, and discussion with respect to these dependent variables is provided in the 

supplemental material (see Figure S11-S14). 

We selected the left lateral cerebellum for stimulation with a double cone TMS coil because of several 

studies pointing towards the significance of posterolateral cerebellar regions for executive functions, which 

also encompass error processing (Stoodley & Schmahmann, 2009; King et al., 2019; Sheu et al., 2019). The 

experiment was conducted on two different days resulting in a fully within-subject design (each participant 

underwent both cerebellum and vertex stimulation). We followed the study design by Verleger et al. (2009) 

in which a spTMS pulse was delivered in each trial of a Flanker Task. As outlined above, spTMS has a high 

temporal resolution, and it can thus help elucidate causal links between brain and behavior. Thus, spTMS 

can also help elucidate temporal aspects of cerebellar contributions to error processing. Verleger et al. (2009) 

temporally shifted the pulses depending on an individually estimated peak latency of the lateralized 

readiness potential, a potential reflecting motor cortex activity leading up to voluntary movements, which 

was measured before the TMS blocks. In the present study, pulses were delivered at four different time 

points relative to the individual error latency (IEL, i.e., individual ERN peak latency + median error response 

time) in Go trials, and at three different time points relative to stimulus onset in Nogo trials.  
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Similar to deficits found in patients with cerebellar degeneration (Peterburs et al., 2015), we expected 

increased error rates in Go trials for cerebellar TMS compared to vertex TMS, but only when pulses were 

delivered before the responses, due to disturbance of the internal forward-model generated within the 

cerebellum (see Ramnani, 2006). Concerning the ERN, patients with cerebellar damage showed reduced 

negativity in the error-correct difference signal in the typical ERN time window (Peterburs et al., 2012; 

Peterburs et al., 2015). Consequently, we expected a reduced ERN for cerebellar TMS compared to vertex 

for pulses that were applied 100 ms and 50 ms before the IEL, since these time points should precede the 

onset of error processing. Since the Pe in patients with cerebellar lesions was interpreted to be the result of 

long-term compensatory processes of the brain (Peterburs et al., 2012), we did not expect effects of 

cerebellar spTMS on the Pe. Further, more exploratory hypotheses regarding response inhibition in Nogo 

trials as reflected in Nogo-N2 and Nogo-P3 and an additional analysis on the induced theta power are 

provided and discussed in the supplemental material. 

Methods 

Sample 

Twenty-five young and healthy participants were recruited through newspaper advertisements and postings 

at Heinrich-Heine-University Düsseldorf. Data from nine participants had to be excluded from the analyses: 

two participants attended only the first appointments necessary for study completion, further two 

participants complained of mild headaches during the task and dropped out, a miscalculated TMS onset 

value was used in another two participants, two participants made too few errors in the main task, and 

another misunderstood the task. Concerning the pre-task, which was used to determine the individual error 

latency (IEL, see below), we aimed to repeat the Go/Nogo Flanker until participants who committed at least 

six errors in all conditions, because at least six error trials are needed to reliably measure the ERN (see Olvet 

& Hajcak, 2009; Pontifex et al., 2010). For one participant we only discovered post hoc, after trial inspection 

and removing double responses, that only five error trials in one condition remained (see Table S1 in the 

supplement). As the ERN was clearly visible after averaging the five error trials, we decided to include the 

participant in further data analysis. The final sample thus consisted of sixteen participants. The required 

sample size was estimated based on studies which used cerebellar spTMS in a different task (n = 17, 

Desmond et al., 2005; n = 10, Panouillères et al., 2012; n = 23, Sheu et al., 2019), or spTMS at another 

location in a Flanker task (n = 20, Danielmeier et al., 2009; n = 21, Klein et al., 2014; n = 8, Soto et al., 

2009; n = 12, Verleger et al., 2009). Participants were healthy adults (age range 19-32 years, M = 24.00 

years, SD = 3.70, n = 13 females, n = 12 right-handed and n = 1 ambidextrous; for more details, see Table 

S1 in the supplement). As TMS uses electromagnetic pulses, exclusion criteria were metal parts within the 

body (e.g., implants, pacemakers, shards of metal, pumps for medication), spinal fractures, acute heart 
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attacks, or pregnancy. Further exclusion criteria were current psychiatric disorders, neurological disorders, 

alcohol or substance abuse, and intake of medication affecting the central nervous system. Participants were 

paid 40 Euros for participating in the two appointments. All participants gave written informed consent. The 

study was preregistered on the Open Science Framework (OSF: https://osf.io/6v9pa) and was approved by 

the Ethics Committee at the Faculty of Medicine of Heinrich Heine University Düsseldorf in accordance 

with the Declaration of Helsinki.  

Questionnaires 

Participants had to fill in a demographic questionnaire as well as the “Mehrfachwahl-Wortschatz-

Intelligenztest” (IQ: M = 98.75, SD = 10.88; Lehrl et al., 1977), a multiple-choice vocabulary intelligence 

test. 

Go/Nogo Flanker task  

Participants completed a modified Go/Nogo Flanker task coded in the software Presentation (version 20.0, 

Build 02.20.17, Neurobehavioral Systems, Inc.). Figure 1 provides a schematic illustration of the time 

course and sequence of stimulus presentation in each trial. The main task consisted of 600 trials in four 

blocks. Go trials made up 80 % of all trials (480 trials) while Nogo trials made up 20 % of all trials (120 

trials). In 80 % of Go Trials (384 trials), the flanker arrows aligned with the central target arrow (congruent 

trials), while in the other 20 % of Go trials (96 trials), the flankers pointed in the opposite direction 

(incongruent). Each trial started with the onset of arrow flankers positioned above and below a fixation cross 

for 200 ms. During Go trials, the fixation cross was replaced by the central target arrow to which participants 

had to respond by pressing the corresponding (left or right) button on a response pad with the index or 

middle finger of their right hand, respectively. Participants were instructed to respond as fast and as 

accurately as possible. If participants did not press one of the two buttons within the response time window 

of 350 ms (alternatively 400 ms, when the miss rate was too high in the flanker pre-task), a reminder to 

respond faster was displayed. No feedback was provided concerning the correctness of the response. During 

Nogo trials, the fixation cross was replaced by a filled circle, to which participants should suppress their 

response and not press a button. As in Go trials, the flankers together with the circle were displayed in the 

response time window for 350/400 ms. Thereafter, a fixation cross without flankers was displayed for 500 

ms. During the subsequent inter-trial interval, the fixation cross was presented for a further 900-1300 ms 

(jittered). 

Since the aim of the present study was to disturb error processing on a trial-by-trial basis using TMS pulses 

applied to the cerebellum and to elucidate temporal aspects of cerebellar involvement in error processing, it 

was critical to determine the time point at which cerebellar input was needed for error processing. More 

specifically, cerebellar input could be needed at the very onset of error processing or a bit later when error 
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processing is already underway. To temporally approximate the onset of error processing individually for 

each participant, we determined the IEL using a Flanker pre-task without pulses. This Flanker pre-task 

consisted of the same ratio of Go and Nogo Trials as the main task (120 trials in total, 80 Go and 40 Nogo 

trials). The IEL was calculated by adding the median error response time to the latency of the ERN in the 

response-locked ERP. If a participant was unable to respond within the standard response time window of 

350 ms in more than 25 % of trials in the pre-task, the task was repeated with an increased response time 

window of 400 ms. This was done to ensure that enough valid trials were recorded. In total, three participants 

required the longer response time window.  

Throughout the Flanker main task, monophasic single TMS pulses were applied within each trial. The time 

points at which TMS was applied differed for Go and Nogo trials. In Go trials, TMS pulses were delivered 

at the IEL (0 ms) as well as 100 ms before (-100 ms), 50 ms before (-50 ms), and 50 ms after (+50 ms). In 

Nogo trials, TMS pulses were delivered at fixed time points, i.e., at stimulus onset as well as 100 ms and 

300 ms after stimulus onset (+100 and +300 ms, respectively). Pulse timings relative to the IEL in Go and 

relative to stimulus onset in Nogo trials were randomized throughout the task but occurred an equal number 

of times per trial type and block. 
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Figure 1. Schematic illustration of time course and sequence of stimulus presentation in a trial of the Go/Nogo Flanker 

Task. Go trials with congruent flankers (A) and with incongruent flankers (B) relative to the target arrow in the center.

Only one single pulse was applied in each trial. TMS pulses were delivered for Go trials shortly before the IEL (-100 

ms, -50 ms), at the IEL, or shortly after the IEL (+50 ms). In Nogo Trials, the target stimulus indicating the need to 

inhibit the response was a circle. TMS pulses were delivered at stimulus onset or shortly after target onset (+100 ms 

or +300 ms).

Procedure

Upon arriving at the laboratory, the participants were seated in a brightly lit room in front of a laptop 

(DELL® Precision M4800, 15.4 inch with a resolution of 1920 x 1080 pixels and a refresh rate of 60 Hz)

with a response box (Cedrus RB-740, Science Plus Group, Groningen, NL) positioned before it. The 

distance between response box and laptop was kept constant. Only two keys were relevant for the task and 

had to be pressed with the index (left key) and middle finger (right key) of the right hand. A third key was 

used to navigate through pauses and instruction slides. After positioning the participants and putting 

earplugs in their ears, the EEG cap was aligned on the head, and the scalp electrodes were prepared. The 

electrodes on the cap were further covered with a plastic wrap to avoid any direct contact between electrodes 
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and the TMS coil which could cause artifacts (Hernandez-Pavon et al., 2023). EMG electrodes were attached 

to the left hand, and the TMS stimulators were started and triggered via the laptop so that pulses were sent 

for the determination of the individual motor threshold (IMT). After IMT determination, the coil was firmly 

aligned and fixed with a custom mounting structure. Thereafter, the Flanker pre-task was started, in which 

no pulses occurred. Subsequently, another experimental task with spTMS was completed, which is not part 

of this manuscript. While participants were completing this task, we calculated the individual ERN peak 

latency and median response time for errors as described above. Subsequently, the IEL was calculated and 

used as an input value for the Flanker main task. Afterwards, the Flanker main task was performed. 

Participants underwent cerebellar and vertex stimulation in separate appointments. They were aware that 

both sessions included stimulation, but they were not explicitly informed about the specifics of the two 

stimulation sites. They were also naïve to the study’s intent. The two appointments took place with a 

temporal gap of at least 48 hours (M = 82.13 days, SD = 143.36 days, range from 2 to 373 days). Due to a 

defect in the TMS stimulators, the second measurement had to be postponed for a long time, resulting in 

time gaps of 362 to 373 days for 3 subjects. Correcting for the delay of these subjects, the time interval 

between the two appointments was on average only 16.00 days (SD = 20.52 days, range from 2 to 74 days). 

The order of the stimulation sites was counterbalanced. 
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Figure 2. Illustration of the TMS-EEG Setup for cerebellar and vertex stimulation. Top left circle shows the placement 

of the electrodes for recording of the EMG signal. Below, the TMS pulse is shown in the EMG signal. Bottom left, 

continuous measures of the EEG signal. Top right, TMS generators are shown. Below, the TMS coil orientation for 

vertex stimulation is shown and, in the bottom, right, the coil alignment for the cerebellar stimulation is presented. The 

voltage flow indicated by the arrows is aligned inferiorly. A double-cone coil was used for stimulation. 

TMS-EEG-EMG Interface 

EEG System 

A TMS compatible amplifier (BrainAmp MR plus, BrainProducts GmbH, Munich, Germany) was used with 

a cap containing 32 flat multitrodes. The flat electrodes minimize the distance between the coil and the skull 

surface. The following electrode sites were used: Fp1, Fp2, Fz, F3, F4, F7, F8, FCz, FC1, FC2, FC5, FC6, 

Cz, C3, C4, CPz, CP1, CP2, CP5, CP6, T7, T8, Pz, P3, P4, P7, P8, Oz, O1, O2. BrainVision Recorder 
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software, version 1.21 (BrainProducts, Munich, Germany) was used for recording. Impedances were kept 

below 5 kΩ. Data were sampled at 1000 Hz. 

EMG System 

Two surface EMG Ag/AgCl-electrodes (20 x 15 mm, Ambu, Ballerup, Denmark) were placed on the left 

M. abductor pollicis brevis in resting condition to record the muscle activity in terms of motor evoked 

potentials (MEPs) that reflect the corticospinal excitability throughout the estimation period of the IMT. 

This also allowed us to check that no MEPs would be triggered by the TMS pulses during the tasks. The 

signal was amplified with a Digitimer D360 (Digitimer Ltd, Hertfordshire, UK). The frequency band of the 

filter was 100-5000 Hz and digitized at a sampling rate of 5 kHz (Signal version 6.02, Cambridge Electronic 

Design Ltd., Cambridge, UK).  

TMS System 

We estimated the IMT with a custom script in Presentation that sent a code to a single TMS stimulator 

(Magstim® 200²) every 10 seconds to elicit a pulse. The double cone coil was aligned so that we could 

stimulate the right motor cortex (region M1). After an MEP was detected in the EMG signal using the 

independent trigger mode in the software Signal, five consecutive trials (out of ten) were counted to 

determine whether the position also clearly stimulated the motor cortex. The output power of the device was 

then reduced until only 5 out of ten trials elicited an MEP. The estimated IMT with additional 20 % power 

(corresponding to 120 % motor threshold) was used as the output power for the TMS system for both 

appointments. Nevertheless, we measured the motor-threshold on both appointments to see if there was any 

variability. Checking the IMT revealed no significant difference between the first (M = 38.20 %, SD = 7.84 

%) and second appointment (M = 37.68 %, SD = 7.97 %), t(37) = 0.20, p = .840, and no significant difference 

between the cerebellar (M = 37.80 %, SD = 8,15 %) and vertex (M = 38.11 %, SD = 7.64 %) stimulation 

appointments t(37) = -0.12, p = .905. The TMS coil was either placed at the level of the left lateral 

cerebellum (3 cm left and 1 cm inferior to the inion; Hardwick et al., 2014) or at the vertex position which 

corresponds to electrode position Cz of the international 10-20 system (Pizem et al., 2022, see Figure 2 for 

an illustration, and Figures S15 and S16 for real photographs in the supplemental material) with the voltage 

flow in the inferior direction. After the coil was correctly aligned, it was fixed with a custom stand so that 

the same position was maintained over the course of the session. In addition, we used a fabric elastic band 

to ensure that the coil-to-head distance was kept constant (forehead for the cerebellar TMS or chin for the 

vertex TMS). The distance of the coil to the head surface was observed during the task and adjusted during 

the pause between the individual, since even small changes lead to a decrease in the induced magnetic field 

strength (Hernandez-Pavon et al., 2023). 
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The BiStim TMS stimulators were manually charged before the first trial, and the independent trigger mode 

was selected in Signal for the subsequent tasks to trigger the stimulators. Then, the single-pulses were 

observed in the EMG-signal to ensure that no MEPs were evoked, particularly when stimulating the 

cerebellum. If MEPs had occurred, the session would have been interrupted, and the coil would be realigned, 

in order to avoid co-stimulating the brainstem. However, this did not occur during our study. Additionally, 

the coil position was constantly monitored and readjusted between the blocks and tasks if substantial 

movement had occurred to ensure that the distance between coil and scalp was consistent. Since the recharge 

period of a single Magstim® 200² stimulator exceeded the duration of a single trial, we alternated activation 

of two BiStim stimulators. Unfortunately, due to overheating of the stimulators, trials were lost in 3 

participants towards the end of the task, for the TMS system no longer sent any pulses while the task and 

EEG measurements were still running. The time of termination was checked in the EEG signal, so that all 

trials without TMS pulses were excluded from analysis. The heat development in the stimulators was related 

to both the high number of single-pulses and the output power which varied greatly among the participants 

(see Table S1 in the supplement). 

In case of a port conflict due to close proximity of two marker codes sent by the presentation laptop to the 

EEG system (i.e., codes sent within 5 ms), which may be the case for the response codes and matching TMS 

pulse codes, the later code was delayed until the port conflict no longer arose. The respective code timings 

were corrected in the EEG marker file using a custom script in MATLAB. Time points were not changed 

for the TMS pulse codes because the timing in the marker file always fitted the timing of the real TMS 

pulse. Instead, trials with a TMS pulse differently timed than the planned onset due to marker code delay 

were excluded.  

Individual error latency estimation based on the flanker pre-task 

ERN latency was determined by peak detection performed in BrainVision Analyzer software, version 2.1 

(BrainProducts, Munich, Germany). All trials containing two or more responses were removed 

beforehand. Preprocessing for peak detection was performed as follows: First, data were re-referenced to 

the average signal of all electrodes, and the signal at FCz was re-established. Next, a DC detrend was 

performed, followed by low-pass filtering with a cut-off of 30 Hz and a slope of 12dB/oct, high-pass filtering 

with a cut-off of 0.1 Hz and a slope of 12 dB/oct, and a notch filter set to 50 Hz. Subsequently, automatic 

ocular correction ICA was performed, and data were segmented into epochs of 600 ms, starting 200 ms 

before and ending 400 ms after erroneous responses. The baseline-corrected data (with the 200 ms period 

preceding response onset as baseline) underwent artifact rejection (only 3 trials were rejected across all 

participants and sessions) with the following settings: maximum difference of values over 100 µV or activity 

lower than 0.1 µV within an interval of 100 ms, voltage steps exceeding 50 µV/ms, or values above 100 µV 
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or below -100 µV. Segments were then averaged, and peak detection was performed on a time window of 

100 ms after the response, searching for a negative peak at site FCz.  

Dependent variables 

Behavioral outcome variables were error rates and response times in Go trials. For the EEG data, we 

analyzed the ERN for Go Trials in the response-locked ERP. In an exploratory analysis, the Pe (Go trials) 

was also analyzed. The ERN was defined as the local maximal negative peak in the error-correct difference 

signal within a time window of 100 ms post-response at site FCz (see Hajcak & Foti, 2008). The Pe was 

defined as the maximum positive peak in the difference signal within the time window between 200 and 

400 ms post-response at Pz (see Larson et al., 2010). Follow-up analyses with the original waveforms were 

conducted to further elucidate if effects were specifically driven by altered ERP amplitudes for errors or 

correct responses. In addition, analyses of false alarm rates and Nogo-N2 and Nogo-P3 ERP components as 

well as analyses of induced theta power in the time-frequency domain are provided in the supplemental 

material. 

Preprocessing of the TMS-EEG data 

Preprocessing of the spTMS-EEG co-registered EEG raw data was conducted using the EEGLAB Toolbox 

(version 2021.1) in MATLAB (version R2021a) (MathWorks, Natick, Massachusetts, USA) and the 

Automated aRTIfact rejection for Single-pulse TMS-EEG Data (ARTIST) algorithm created by Wu et al. 

(2018). This algorithm provides an efficient and objective approach to preprocess raw EEG data and has 

proven to be superior to manual artifact rejection by experts and other algorithms such as TESA (Rogasch 

et al., 2017; Wu et al., 2018). Some of the default settings were adapted because the signal at electrode FCz, 

which had been used as online reference during EEG recording, needed to be re-established. In addition, the 

high pass filter of 1 Hz was kept, and the low pass filter was changed from 100 Hz to 30 Hz. The notch filter 

was changed from 60 Hz to 50 Hz. Electrode Iz was removed before applying the ARTIST algorithm 

because of low signal quality. The ARTIST algorithm creates segments around a given code which marks 

the onset of the TMS pulse. Here, segments were created with a length of 2500 ms, spanning 1000 ms before 

and 1500 ms after TMS pulse onset. Next, response onsets were checked by a custom script using MATLAB 

to ensure that only valid trials were included into the analysis (see above, some responses and therefore the 

respective response codes had overlapped with other codes within trials and were therefore delayed). In 

addition, we manually rejected trials without a TMS pulse (due to overheating or close proximity of two 

TMS pulses, see above) before re-referencing and segmenting the data. Following this, the ARTIST 

algorithm preprocessed the data in three distinct stages. In the first stage, large-amplitude artifacts were 

removed by applying DC drift correction, the removal and interpolation of the TMS pulse artifact (15 ms 

prior to the TMS marker code onset until 5 ms after), down sampling of the data, and the removal of the 
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TMS decay artifacts in a first ICA run. In the second stage, the AC line noise was removed, and the band-

pass filter was applied. Then, the signal was segmented around the TMS pulse onset, and segments that 

exceeded the default thresholds were removed. The final step within the second stage was the removal and 

interpolation of poor channels. ARTIST interpolated on average 1.13 channels (SD = 1.13) per participant 

and stimulation site. In addition, on average, 44.13 trials (SD = 50.93) were rejected, including both trials 

which were manually rejected due to overheating (M = 29.25, SD = 39.67, range = 5 - 169) and trials which 

ARTIST rejected (M = 14.88, SD = 14.72, range = 1 - 63), with slightly more excluded trials in total for 

cerebellar (M = 47.56, SD = 54.69) compared to vertex (M = 40.69, SD = 48.41) stimulation (N = 16). In 

the third stage, poor independent components were removed in a second ICA run. The data average was 

referenced, and the baseline was corrected. The output data were imported into BrainVision Analyzer 2.1, 

and further segmentation was performed according to trial type (Go/Nogo). For Go trials, segmentation was 

done for response and stimulus onset separately for error and correct trials. The adapted scripts and raw data 

can be found in the following OSF folder: https://osf.io/jwfn9/ 

Statistical models 

We deviated from our preregistration and ran mixed linear model (MLMs) analyses in R (R Core Team, 

version 4.0.3) using RStudio (version 1.3.959) and the lme4 package (version: 1.1.25, Bates et al., 2014). in 

place of traditional repeated measures ANOVA. This enabled us to analyze factors with missing values and 

use the participant as a random factor to further explain variance in the data. Meteyard & Davies (2020) 

proposed in their best practice guidelines for MLMs that the maximum model should be chosen, including 

all within-subject main and interaction effects as random effects. The maximum model should be only 

chosen if no errors in the model fit, in terms of converging errors or singular fits, appear, which would cause 

an overfitting of the model. To avoid this, the models were checked using an iterative process in which the 

within-subject highest order interaction was first included as random factor and the random slopes rejected 

subsequently in case of model fit errors. All our models included stimulation site and stimulation timing as 

fixed effects, but for some models, these factors were additionally included as random slopes depending on 

the model fit. In addition, Cooks distance (Cook, 1977) was calculated to identify potential outlier subjects 

before running the MLM analysis using the influence.ME package (version 0.9-9; R. Nieuwenhuis et al., 

2012). 

Before setting up our models for ERP analysis in Go trials, we grouped the four stimulation timings into a 

two-level factor, resulting in “early” and “late” stimulation. For this purpose, the -100 ms and -50 ms trials 

were combined into "early" and the 0 ms (at IEL) and +50 ms trials into "late". This allowed us to pool more 

error trials together, to better take into account the variability of the IEL within and across participants, and 

to compare the effect of stimulation timing on error processing over a broader time period.  
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To check for baseline performance differences between the two sessions in the Flanker pre-task, we 

calculated Linear models (LMs) comparing error rates (Go trials) and ERN amplitude between the cerebellar 

stimulation and vertex stimulation session (see supplement Figure S1 and Table S3).  

To analyze behavioral performance in the Flanker main task for Go trials, we set up an MLMs for error rates 

including stimulation site (cerebellum, vertex), stimulation timing (early, late), and the interaction between 

these factors as fixed-effects and added stimulation site and the interaction with stimulation site and 

stimulation timing as random slopes and participant as random effect in the model. 

Error rate ~ site * timing + (1 + site + site : timing | participant) 

For response times, we included all responses to see whether there was a difference in response times 

between correct and error trials. In the final model, we included trial type (correct trials, error trials) as fixed 

effect and as random slope into the model equation. 

Response time ~ site * timing * trial type + (1 + site * trial type | participant) 

In a third MLM, we analyzed error responses by their timing relative to TMS onset to identify a possible 

influence of the pulse itself on the error rates independent of the trial type. Here, the model was specified 

using the error rates as the dependent variable, stimulation site (cerebellum, vertex) and TMS timing 

(response preTMS, response postTMS) as fixed effects and random slopes: 

Error rate ~ site * TMStiming + (1 + site + site : TMS timing | participant) 

For ERP analyses for Go trials, we analyzed the ERN and Pe peak amplitudes obtained from the difference 

wave as the dependent variables.  

ERN_diff (amp) ~ site * timing + (1 + site + timing | participant) 

Pe_diff (amp) ~ site * timing + (1 + site | participant) 

In addition, we analyzed the original waveforms, entering the amplitudes at the time points corresponding 

to the ERN latency in the difference signal. We added fixed effects of stimulation site (cerebellum, vertex) 

and timing (early, late) and trial type (correct trials, error trials) for the analysis as well as the interaction 

between the fixed-effects as well as the three factors as random slopes and participant as a random effect. 

In addition, the optimizer was changed from the default to Nelder-mead to cope with an occurring 

convergence error as suggested by the best practice guideline by Meteyard & Davies (2020).  

The final, maximum model specification was as follows:  

ERN (amp) ~ site * timing * trial type + (1 + site + timing + trial type + site : timing | participant) 
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We simple-coded the categorical predictors stimulation site (0.5 = cerebellum, −0.5 = vertex), stimulation 

timing (0.5 = early, −0.5 = late) and trial type (0.5 = correct, −0.5 = error). Also, TMS-timing (response pre-

TMS = 0.5, response post-TMS = -0.5) was simple-coded for the additional analysis of the error rate. We 

used the lmerTest package (version: 3.1.3, Kuznetsova et al., 2017) in R using Satterthwaite’s method to 

estimate the degrees of freedom and to generate p-values for MLMs. We considered p-values below .05 as 

statistically significant. Statistical models for the analyses of false alarms, Nogo-N2, and Nogo-P3 are 

provided in the supplemental material. 

Results 

Error rates 

MLM analysis revealed no significant effects of stimulation site or timing on error rates (all p ≥ .384, n = 

15, see Figure 3A). However, exploring the influence of TMS timing relative to response execution (i.e., 

whether a pulse had occurred prior to a response on a given trial or after the response) revealed a highly 

significant main effect of TMS timing (β = 5.02, t(15.00) = 13.30, p < .001, see Figure 3B). Error rates were 

higher in trials in which pulses had occurred after the response (i.e., response pre-TMS: M = 13.69 %, SD 

= 4.47 %) compared to trials in which pulses had occurred prior to the response (i.e., response post-TMS: 

M = 8.66 %, SD = 4.59 %), irrespective of stimulation site. The main effect of stimulation site was only 

marginally significant (β = -1.11, t(15.00) = -2.03, p = .061). The interaction between stimulation site and 

TMS timing relative to response was not significant (β = -0.79, t(15.00) = -0.80, p = .437 N = 16, see Figure 

3B). 

Response times 

For response times, there was a significant main effect of trial type (β = 25.66, t(14) = 10.05, p < .001). 

Overall, responses were faster in error trials (M = 239.40 ms, SD = 19.53 ms) compared to correct trials (M 

= 265.07 ms, SD = 18.41 ms). The main effects of site and stimulation timing as well as the interaction 

between these factors were not significant (all p-values ≥ .119, n = 15, see Figure 3C). 
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Figure 3. A: Mean error rates in Go trials according to stimulation site and stimulation timing. The analysis did not 

yield any significant effects of stimulation site or stimulation timing on error rates. B: Mean error rates in Go trials 

according to stimulation site and pulse timing relative to response onset (i.e., whether a pulse had occurred prior to a 

response on a given trial or after the response). Asterisks indicate the significant main effect of pulse timing relative 

to response onset: error rates were higher in trials in which pulses had occurred after the response compared to trials 

in which pulses had occurred prior to response. C. Mean response times in Go trials according to stimulation site and 

stimulation timing. Asterisks indicate the significant main effect of trial type: response times were shorter for errors 

compared to correct responses. The dots were jittered horizontally, the central line reflects the median and the whisker 

the first and third quartiles (the 25th and 75th percentiles) in all plots.

EEG results

ERN based on the difference wave (ERN-diff)

Figure 4A provides response-locked grand-average ERP difference waves (error minus correct) at electrode 

FCz according to stimulation site (cerebellum, vertex) and stimulation timing (early, late), along with scalp 

topographies for the time points of maximum negativity in the ERN time window. Figure 4B displays 

corresponding response-locked grand-average ERPs for errors and correct responses.

There was a significant main effect of stimulation site (β = 0.93, t(13.00) = 2.82, p = .015). The ERN was 

less negative for cerebellar (M = -5.56 µV, SD = 2.81 µV) compared to vertex stimulation (M = -6.49 µV, 

SD = 2.98 µV). The main effect of timing was non-significant (β = -0.02, t(13.00) = -0.05, p = .962). The 
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interaction of stimulation site and timing was significant (β = -1.36, t(12.99) = -2.52, p = .026). Simple slope 

analyses of the stimulation site for early and late stimulation timing yielded a significant slope (see Figure 

S4 in the supplement) for late stimulation (β = 1.61, t = 3.78, p < .001). For early stimulation, the slope was 

non-significant (β = 0.25, t = 0.59, p = .563). The interaction between site and timing seemed to be driven 

by the late stimulation: for cerebellar TMS, the negativity was reduced for late (M = -5.21 µV, SD = 2.72 

µV) compared to early stimulation (M = -5.90 µV, SD = 2.97 µV), and in contrast, vertex stimulation led to 

increased negativity for late (M = -6.82 µV, SD = 2.85 µV) compared to early stimulation (M = -6.16 µV, 

SD = 3.17 µV; see Figure 5A for the boxplots of the ERN amplitudes as well as Figure S4 for the interaction 

plot in the supplement). 
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Figure 4. A. Response-locked grand-average ERP difference wave (error minus correct) at electrode FCz according to 

stimulation site (cerebellum, vertex) and stimulation timing (early, late), along with scalp topographies for the time 

points of maximum negativity in the ERN time window. B. Response-locked grand-average ERPs for errors and correct 

responses at electrode FCz according to stimulation site (cerebellum, vertex) and stimulation timing (early, late) and 

trial type (correct, error). Smoothing around the lines in panel A and B indicate the standard error. The shaded area 

indicates time window for ERN quantification (0 - 100 ms post-response).
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Figure 5. A: ERN peak amplitudes in the difference wave (error – correct) at electrode FCz as a function of stimulation 

site (cerebellum/vertex) and stimulation timing (early/late). Asterisks indicate the significant interaction effect between 

site and stimulation timing with the highly significant slope for late stimulation timing only. B: Pe peak amplitudes in 

the difference wave (error – correct) at electrode Pz as a function of stimulation site (cerebellum/vertex) and stimulation 

timing (early/late). The dots were jittered horizontally. The central line reflects the median and the whisker the first 

and third quartiles (the 25th and 75th percentiles).

ERN in the original waveforms

To elucidate whether the decreased negativity in the difference waves for cerebellar compared to vertex 

stimulation was specifically driven by altered neural responses to errors or correct responses, the original 

waveforms were analyzed (see Figure 6). We found a significant main effect of trial type (β = 6.01, t(12.99)

= 8.18, p > .001), with increased negativity for errors (M = -5.46 µV, SD = 3.98 µV) compared to correct

responses (M = 0.55 µV, SD = 3.30 µV). All other main effects were non-significant (all p ≥ .079). The 

interaction between trial type, and site was significant (β = -0.93, t(38.99) = -2.95, p = .005). Crucially, the 

three-way interaction between site, timing, and trial type was also significant (β = 1.36, t(38.99) = 2.16, p = 

.037). To resolve this interaction, we performed simple slope analysis. Results showed only a marginal 

significant slope for error trials on the stimulation sites and during late stimulation (β = 0.98, t = 2.06, p =

.052). The slope was positive indicating that the ERN was more negative in vertex (M = -5.78 µV, SD = 

4.23 µV) compared to cerebellar stimulation (M = -5.13 µV, SD = 3.76 µV). 
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All other simple slopes for trial type, stimulation site and stimulation timing were not significant (all p ≥ 

.200).

Figure 6. ERN peak amplitudes as derived from the original waveforms at electrode FCz as a function of trial type 

(correct, error), stimulation site (cerebellum, vertex) and timing (early, late). Asterisks indicate significant main effects

of trial type in both, cerebellar and vertex stimulation. All dots were jittered horizontally. The central line reflects the 

median and the whisker the first and third quartiles (the 25th and 75th percentiles).

Pe-diff

Analysis of the Pe in the difference waves did not yield any significant effects (all p ≥ .198; see Figure 5B 

for the boxplots of the Pe amplitudes).

Discussion

This study investigated the role of the cerebellum in error processing using spTMS to stimulate the 

cerebellum while co-registering EEG. With the help of a Flanker pre-task, we estimated individual ERN 

peak latencies and median error response times to calculate the Individual Error Latency (IEL) as an 
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approximation of the onset of error processing for each study participant. TMS pulses were then applied at 

different time points around the IEL in each trial of the subsequent Flanker main task. We expected to 

observe differences in error rates as well as in response-locked ERP components (specifically ERN, Pe) for 

cerebellar compared to vertex stimulation.  

In line with our predictions, analysis of the ERP difference waves revealed that the ERN was reduced for 

cerebellar compared to vertex stimulation. This difference was also modulated by the timing of stimulation, 

with blunting particularly present for late compared to early stimulation. Analysis of the original ERP 

waveforms to determine whether the reduced negativity in the difference signal was particularly driven by 

altered neural responses to either errors or correct responses revealed that this effect was not specific to 

either response type.  

Importantly, ERN magnitude in the Flanker pre-task was comparable between the day of cerebellar (M = -

6.37 µV, SD = 2.09) and vertex stimulation (M = -5.97 µV, SD = 2.18, see supplement Table S3). While we 

cannot exclude that active vertex stimulation slightly increased the ERN (M = -6.49 µV, SD = 2.98 µV), 

ERN magnitude was substantially reduced for cerebellar stimulation (M = -5.56 µV, SD = 2.81 µV). Thus, 

the reduction of the ERN magnitude appeared to be driven mostly by spTMS applied to the cerebellum and 

not the vertex region, although vertex contributions cannot be fully excluded. 

In general, the observed effect of stimulation site may indicate that monophasic single-pulse TMS disrupted 

inhibitory functions of the cerebellar cortex towards the deep cerebellar nuclei. This may have caused 

disinhibition, thereby facilitating information exchange with higher cortical structures through the cerebello-

thalamo-cortical loop (Palesi et al., 2017). Here, the anterior cingulate cortex (ACC, Rubia et al., 2007), 

which is highly involved in the generation of the ERN (Dehaene et al., 1994; Holroyd & Coles, 2002), may 

be of particular interest. According to the reinforcement learning theory (Holroyd & Coles, 2002), the ERN 

is generated when a reduction of dopaminergic input from the VTA, possibly reflecting prediction errors, 

disinhibits deep cingulate cortical neurons. Recent findings show that the cerebellum may contribute to the 

generation of prediction errors. For instance, electrophysiological findings in mammals show that different 

cerebellar cell populations are sensitive to reward predictions and prediction violations (Heffley et al., 2018; 

Hull, 2020), and by the presence of direct cerebellar projections to the VTA that can modulate dopamine 

release in the striatum (Yoshida et al., 2022). Regarding the present results, with facilitated cerebello-

cerebral information exchange, less phasic dopaminergic input towards the ACC may have reduced the 

cognitive demand for error processing (Holroyd & Coles, 2002).  

In the conflict-monitoring theory (Botvinick et al., 2001, 2004), the ACC is seen as a monitoring system 

detecting conflicts (such as between opposing response options) and signaling the need for cognitive control. 

Here, facilitated cerebello-cerebral information exchange may have promoted conflict detection, leading to 
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a reduced need for cognitive control that could be reflected in a reduced ERN. Adjustments in cognitive 

control related to conflict adaptation have previously been associated with increased functional interaction 

between prefrontal regions, superior temporal regions, and the anterior cerebellum (Egner & Hirsch, 2005). 

In addition, right cerebellar activation along with frontal and parietal activations were observed in the 

presence of persistent conflict leading to the interpretation that the cerebellum is involved in visuospatial 

attention processes during conflict to maintain high activation (Casey et al. 2000). However, somewhat 

contrary to both interpretations, error rates in the present study were not affected by cerebellar spTMS, and 

it could be argued that reduced cognitive demand or facilitated conflict detection should have led to 

increased accuracy/decreased error rates. 

By taking advantage of the temporal resolution of spTMS, the present study addressed the question when 

cerebellar input is used during error processing. Our results show that late TMS pulses, i.e., pulses that were 

applied to the cerebellum at IEL onset or shortly after, were more effective in that they were associated with 

a decrease in ERN magnitude in the error-correct difference signal. Early pulses, i.e., pulses applied within 

100 ms prior to IEL onset, left the ERN unaffected. A possible explanation for this pattern could be that the 

cerebellum receives information about the action through sensory input pathways and compares the actual 

information with the predicted outcome as stated in the forward model (Sokolov et al., 2017). Along these 

lines, cerebellar input for error processing is needed as this process is already underway. The peak of the 

ERN might correspond with the reconciliation of the predicted and actual action representation, i.e., the use 

of the cerebellar input. Cerebellar spTMS may facilitate continuous information exchange with frontal 

regions by disinhibiting the cerebellar output signal. Thus, ERN generation would depend on this interplay 

of multiple regions, extending the existing framework (Falkenstein et al., 1991; Gehring et al., 1993) 

towards involvement of the cerebellum.  

Analysis of the Pe in the difference signal did not reveal any significant effects of stimulation site or timing, 

which is in line with our hypothesis (see Figure S5 of the grand averages in the supplement). The Pe likely 

reflects the conscious detection of an error (Endrass et al., 2007; Orr & Carrasco, 2011), and it is conceivable 

that error awareness might have been low due to the lack of feedback information in our rapid Go/Nogo 

Flanker task. Unfortunately, we did not implement any assessment of error awareness in the present study, 

so this notion remains speculative. Regardless of this, Pe alterations in the context of cerebellar damage 

were found in one previous study (Peterburs et al., 2012) in which patients with chronic cerebellar lesions 

were investigated. Here, an increase in Pe amplitudes – in concert with decreased ERN and preserved 

performance accuracy - was interpreted to reflect a compensatory mechanism. Importantly, spTMS to the 

cerebellum elicits a temporary effect while a stroke is associated with permanent tissue damage. Therefore, 

we can only roughly compare spTMS-induced “virtual lesions” of the cerebellum with degenerative or focal 

cerebellar diseases (Çan et al., 2018). 
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Analysis of the behavioral data showed no significant effects of site or timing. The lack of a site effect was 

unexpected, given that we had hypothesized an increase in error rates for cerebellar stimulation based on 

results observed in patients with cerebellar degeneration in an antisaccade task (Peterburs et al., 2015). 

However, another previous study also failed to find altered error rates in patients with cerebellar 

degeneration using a more comparable flanker task (Tunc et al., 2019). The present findings also resemble 

to some extent results obtained in patients with basal ganglia lesions, in whom the ERN was reduced in the 

absence of behavioral deficits in a flanker task (Ullsperger & von Cramon, 2006). In general, altered neural 

responses despite preserved behavior therefore are not particularly unusual. Interestingly, such a pattern of 

results has also been reported for feedback-based learning (Rustemeier et al., 2016) and in the acquisition 

phase of learning stimulus related contingencies in in cerebellar lesion patients (Thoma et al., 2008), 

However, impaired learning performance in these patients were present when the task required reversal of 

learned stimulus-response-outcome contingencies (Thoma et al., 2008). Based on these observations, it 

could be speculated that the simple Flanker task used in the present study may not have been sensitive 

enough to detect more subtle performance differences as a function of stimulation site. It is conceivable that 

impaired cerebellar function may specifically affect behavioral flexibility, as suggested by findings of 

impaired feedback-based learning in cerebellar lesion patients only when the task involved reversal learning 

(Thoma et al., 2008). Behavioral flexibility is not tested in the Flanker task. Future studies could therefore 

investigate feedback-based learning and/or reversal learning in the context of cerebellar TMS. 

When analyzing error rates according to TMS timing relative to response execution, we observed increased 

error rates in trials in which pulses had occurred after the response compared to trials in which pulses had 

occurred prior to response, irrespective of stimulation site. Thus, this effect is not informative about 

cerebellar contributions to error processing. Given that there were no baseline differences in error rates 

(based on flanker pre-task runs, see Figure S1), this effect cannot be attributed to differences in baseline 

performance. It could, however, be speculated that the pulses themselves (regardless of where they were 

delivered) may have elicited a small startle response that could have slowed down subsequent responses. 

Along these lines, decreased error rates for trials in which pulses had occurred prior to the response could 

reflect a speed-accuracy trade-off, if increased accuracy after pre-response pulses coincided with increased 

response times. Unfortunately, response times could not be meaningfully analyzed according to TMS timing 

relative to response onset because stimulation timing was determined based on the IEL. 

Limitations 

This complex and technically advanced procedure led to some unique challenges and limitations that are 

relevant when interpreting the present results.  
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To begin, stimulation location was based on anatomical landmarks and not neuro-navigated. Moreover, the 

pulses were generated using two Magstim 200² in the Bistim configuration to overcome the challenge of the 

recharge period of the individual stimulators that is determined by the used output power, which varied 

greatly across the participants (see Table S1 in the supplemental material). Nevertheless, individual trials 

still had to be removed before analysis because no pulse had occurred. This was mostly due to the 

development of heat in the coil which caused the system to shut down so that the task was still running, and 

EEG was still recorded but no pulses were delivered. Here, the number of trials and breaks between the 

blocks need to be considered when planning a similarly fast-paced task in which monophasic single pulses 

are delivered across several hundreds of trials. Monophasic pulses are more likely to cause overheating due 

to the higher electrical charge compared to biphasic pulses (see Klomjai et al., 2015). Here, an external 

cooling system could help reduce heating issues. 

Furthermore, the stimulation sites were the cerebellum and the vertex region, but we cannot exclude the 

possibility that stimulation also affected other brain regions. The direction of the magnetic field lines of the 

double cone coil are well-established to target deeper brain layers (Çan et al., 2018), but at the expense of a 

less focal stimulation in comparison to a figure-of-eight coil. Therefore, it may have caused stimulation of 

other, adjacent regions. This has been shown to be especially critical for vertex stimulation, which caused 

decreases in the BOLD signal in the default-mode network (see Jung et al., 2016). Regardless, we expected 

vertex stimulation to be a better control condition than sham because of a more comparable experience for 

participants regarding vibrations, coil click sounds, magnetic field build (Duecker & Sack, 2015), and 

discomfort. Some of the participants told us that they experienced the stimulation as uncomfortable, and 

that focusing on the task was difficult because of the frequency of the pulses. Two participants dropped out 

in the cerebellar stimulation condition after the first block because they found the stimulation very 

unpleasant. The short trial period and jitter as well as the total number of trials might have contributed to 

this. Nevertheless, no systematic differences in ratings of these side effects were present between the two 

sessions, demonstrating that TMS pulses were perceived as similar for the stimulation sites (see Table S2 

in the supplement). 

In addition, Nogo trials and the analysis of response inhibition related ERP components were not the main 

focus of this work. This was partially due to the unexpectedly strong impact of TMS-induced EEG artifacts 

that hampered data analysis and result interpretation. In the grand-average ERPs for Nogo trials, the TMS 

induced artifacts did not completely disappear after preprocessing (see supplementary material Figure S7), 

and ERP components of interest, especially the Nogo-N2, occurred in close temporal proximity to pulses. 

We were able to identify the Nogo-N2 and Nogo-P3 to a certain degree, with grand-average patterns 

resembling those described in the literature (e.g., Rietdijk et al., 2014). The pulse artifact itself was cut out 

of the segment by the ARTIST algorithm, but there was still noise present that was likely caused by 
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aftereffects (e.g., decay artifact) superimposed on the signal. Visual inspection of the grand-averages 

showed that the artifact was temporally shifted depending on pulse timing and more visible for vertex 

compared to cerebellar TMS, likely due to spatial proximity to analyzed electrode sites. Nevertheless, the 

grand-averages were also very similar to those obtained in the Go/Nogo pre-task without TMS pulses (see 

Figures S2 for Go and Figure S3 for Nogo ERPs in the supplement).  

Conclusion 

The present study investigated the role of the cerebellum for error processing using spTMS to stimulate the 

cerebellum while co-registering EEG. Applying cerebellar TMS caused a blunting of the ERN, directly 

supporting cerebellar involvement in performance monitoring. Of note, this effect was not specific to 

erroneous responses but generalized also to correct responses. Most importantly, our study also provides a 

first glimpse into temporal aspects of cerebellar contributions to error processing. The effect of cerebellar 

TMS on the ERN depended on pulse timing and was evident only when stimulation occurred around the 

onset of the IEL or shortly after. Finally, Pe as an index of late, more cognitive, awareness-related aspects 

of error processing, was not affected by cerebellar TMS.  

In general, the present study adds to a growing body of research supporting cerebellar involvement in error 

processing and performance monitoring. More studies applying brain stimulation techniques are needed to 

further develop this line of research and investigate other aspects of performance monitoring such as 

feedback processing and feedback-based learning to better understand the role of the cerebellum for adaptive 

control of (non-motor) behavior. 
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